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Abstract

CAPTCHA (Completely Automated Public Turing Test
to tell Computers and Humans Apart) have been a com-
mon tool for preventing unauthorized access to websites for
over a decade, but increasingly sophisticated optical char-
acter recognition algorithms and attack strategies have ren-
dered traditional CAPTCHAs insecure. In this paper, we
propose a new CAPTCHA incorporating multiple biometric
modalities. Users are asked to identify faces, eyes, and fin-
gerprints in a complex composite image. With over 1,900
volunteers and 30,000+ attempts, the proposed approach
achieves high human accuracy while being resistant to ex-
isting attacks on CAPTCHAs and to detection by state-of-
the-art software.

1. Introduction
The Completely Automated Public Turing Test to Tell

Computers and Humans Apart (CAPTCHA) is a type of

challenge-response test used to distinguish between human

users and automated scripts [18]. The tests have become

quite common on websites, where they are used to restrict

access to resources that should only be used by humans and

not software bots. Common applications include prevent-

ing spam posts in commenting systems, ensuring that only

human users are able to register for accounts, and prevent-

ing brute force login attacks on user accounts. They can

also be used to mitigate Denial of Service (DoS) attacks

[19]. Given the growing importance of cloud-based com-

puting and the need to ensure these systems remain secure

and highly available, CAPTCHAs are an important tool in

protecting online resources.

Successful CAPTCHA implementations must present

would-be users with a test that is difficult for automated

software to solve while being easy for legitimate human

users to complete. Existing CAPTCHA tests generally be-

long to one of the three categories: (1) text-based, (2) video

and audio-based, and (3) image-based. Figure 1 shows

some examples of common existing CAPTCHAs.

Text-based CAPTCHAs are the most frequently used

type [16]. The original version of reCAPTCHA is one com-

mon implementation [24]. Text-based CAPTCHAs present

users with distorted images of text that they must decipher

and type-in. As optical character recognition (OCR) tech-

nology has improved, the intensity of distortions that must

be applied to CAPTCHAs for them to remain unrecogniz-

able by OCR has increased. This has reached a point where

humans frequently have difficulty solving many text-based

CAPTCHA tests [3]. Even when they are solvable, text-

based CAPTCHAs can be difficult for mobile users to an-

swer due to the difficulty of entering arbitrary text strings

using on-screen keyboards [11].

The second major category of CAPTCHAs involve those

which use video or audio. Video-based CAPTCHAs ask

users to specify keywords that describe the content of a

video clip [10]. While effective, the video clips require sig-

nificant bandwidth and may be difficult to view on mobile

devices. Audio-based CAPTCHAs generally ask users to

enter words and letters that are spoken in a recording. These

tests are frequently used as a fallback for other CAPTCHAs

for users with visual impairments, but they are subject to

defeat using novel analysis techniques [1, 2]. Due to these

limitations, audio and video CAPTCHAs have seen limited

real world use.

Image-based CAPTCHAs have become popular because
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Figure 1. Examples of existing CAPTCHAs.

of the security and usability shortcomings of the other types

of CAPTCHAs. Most implementations rely on categoriza-

tion tasks. Asirra and reCAPTCHA v2, Google’s replace-

ment for the original text-based reCAPTCHA, present users

with a small set of images and a keyword [4, 6]. Users are

asked to select the images matching the keyword to solve

the CAPTCHA. Other image-based CAPTCHAs, such as

ESP-PIX, take the opposite approach by asking users to

specify a descriptor to categorize a set of presented images

[23]. A third format, used by SEMAGE, asks users to se-

lect matching images within a set [21]. All of these im-

plementations have significant security weaknesses because

the small number of images and/or keywords involved make

them subject to brute force and image classification attacks

[6, 8].

A different form of image-based CAPTCHA relies upon

users identifying items embedded within a composite im-

age. The Scene Tagging and IMAGINATION CAPTCHAs

require users to understand the items embedded in the com-

posite image and their relative placement. Scene Tagging

CAPTCHA asks users to identify which objects are placed

next to other objects or the quantity of a specific type of em-

bedded object [13]. IMAGINATION requires users to find

the center of an embedded image and then to categorize the

item [5]. These tests are vulnerable to attacks based on seg-

mentation and object recognition [13, 25].

FaceDCAPTCHA also requires users to identify images

embedded in a composite background, but it additionally

incorporates a biometrics modality into its test. Users are

presented with a composite image containing face images

from human photographs, cartoons, and sketches. To solve

the CAPTCHA, users must identify the images which are

of actual human faces [9]. While FaceDCAPTCHA’s use of

a single biometric modality (faces) renders it vulnerable to

attacks based on segmentation and deep learning [7], it does

suggest an avenue for further research which we pursue in

this paper. By incorporating multiple biometric modalities,

it is possible to design a CAPTCHA which is significantly

more difficult to attack. In the proposed approach, users

are presented with composite images that contain faces, fin-

gerprints, and eyes. They are also given a selection task,

rendered as text in the CAPTCHA image, identifying the
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Figure 2. Steps involved in generating the proposed multibiometic CAPTCHA.

types of embedded images they must select to solve the

CAPTCHA. This addition of a changeable task adds a new

layer of difficulty for would-be attackers. They must be able

to perform both natural language processing and computer

vision tasks in order to successfully attack the CAPTCHA.

While these tasks are challenging for software, testing in-

volving over 1,900 volunteers has shown they can be readily

completed by humans.

2. Proposed Multibiometrics CAPTCHA
Despite extensive research into the problems of face, fin-

gerprint, and eye detection, these remain challenging tasks

for computers to perform. Humans, however, are quite

good at these functions. The proposed Multibiometrics

(MB) CAPTCHA takes advantage of this relative differ-

ence in abilities by incorporating multimodal biometrics

tests that require users to detect faces, fingerprints, and eyes

in complex composite images. To solve the CAPTCHA,

users must correctly click or tap on all embedded images

which fulfill the selection task specified by instructions in

the rendered CAPTCHA image. If the user correctly selects

all matching embedded images without any mis-selections,

they pass the CAPTCHA test and are assumed to be human.

2.1. CAPTCHA Generation Process

The proposed CAPTCHA generation process can be rep-

resented as,

C = F (Iface, Ieye, Ifingerprint, φ, d) (1)

where function F represents the series of image process-

ing operations required to generate CAPTCHA C. C con-

tains embedded images selected from a combination of sets

Iface, Ieye, and Ifingerprint depending upon a selection

task chosen from φ. d represents a difficulty level from 1 to

5 used to determine distortions and image characteristics for

the rendered CAPTCHA. CAPTCHA with higher difficulty

levels are intended to be more challenging to complete.

As shown in Figure 2, there are several steps involved in

generation of the proposed CAPTCHA. They are detailed

below.

2.1.1 Background Generation

The generation of new CAPTCHA tests begins with the cre-

ation of a 800 × 400 pixel image containing a randomly

shaded grayscale background. Between 900 and 1,500 ge-

ometric shapes, either circles, rectangles, or crosses, are

semi-transparently overlaid in random locations. Each in-

dividual shape is of a randomly selected size and grayscale

shade. This complex pattern is intended to create false tar-

gets for object detection algorithms that may be used to at-

tack the CAPTCHA. During the testing conducted as part

of this research, automated algorithms detected many false

faces, fingerprints, and eyes in the background that did not

actually exist. Since mis-selections are treated as incorrect

attempts, these false images reduce the likelihood that an

attack on the CAPTCHA is successful.

After all of the geometric shapes are placed, dilation is

repeatedly performed on the entire background. This oper-

ation sets each pixel to the maximum (lightest) value of its

adjoining pixels. It has the effect of creating a ragged, ir-

regular border instead of crisp lines and reduces the success

rate of edge detection and segmentation-based attacks.

The dilation operation can be represented as,

I ⊕ S =
⋃
p∈I

Sp (2)

where I is the image being dilated, S is a 3× 3 structur-

ing element, and Sp is the value of the structuring element

centered at pixel location p.

Figure 3 shows an example of a rendered background

after dilation is performed.



Figure 3. Example of a rendered background after dilation.

2.1.2 Selection Task Assignment

To solve the proposed MB-CAPTCHA, users are required

to select the embedded images that meet the requirements of

a specified selection task. This step determines the selection

task that will be used for a particular CAPTCHA image.

The process begins by randomly choosing to use either

1 or 2 selection tasks for the CAPTCHA. Next, the gen-

eration algorithm randomly picks specific tasks from these

three options:

1. Eye selection, where users must locate all of the im-

ages of eyes embedded in the CAPTCHA.

2. Fingerprint selection, where users must locate all

of the images of fingerprints embedded in the

CAPTCHA.

3. Face selection, where users are asked to select all em-

bedded face photographs matching a specified gender

(male or female) or race (black or white) attribute. The

attributes are selected at random.

If two selection tasks are to be used for the CAPTCHA,

the generation algorithm ensures two different tasks are se-

lected.

2.1.3 Image Selection

After the selection tasks are chosen, the generation algo-

rithm constructs two sets Imatch and Inotmatch based on

images which match and do not match, respectively, the

CAPTCHA’s selection task requirements. The source eye,

fingerprint, and face images are organized into the sets

Imatch and Inotmatch as appropriate. Figure 4 shows ex-

amples of source images used in the generation process.

A total of 4 to 8 matching and non-matching images are

selected to be embedded such that,

ntotal =
{
nmatch + nnotmatch

∣∣∣nmatch ≥ 2, nnotmatch ≥ 2,

4 ≥ ntotal ≥ 8
}

(3)

Faces Fingerprints Eyes
Figure 4. Examples of source images to be embedded.

nmatch, nnotmatch, and ntotal represent the number of

matching, non-matching, and total embedded images, re-

spectively. At least two matching images are required to en-

sure that a single guess cannot solve the CAPTCHA. Multi-

ple non-matching images serve as false targets to reduce the

likelihood that an automated algorithm will correctly solve

the CAPTCHA.

When face images are used, the images contain a back-

ground surrounding the face when difficulty level d ≤ 3.

There is no background surrounding the face when d > 3.

2.1.4 Image Placement

Each of the images to be embedded in the CAPTCHA is

scaled to between 80 × 80 and 120 × 120 pixels in size

to ensure there is room to embed the required number of

images within the CAPTCHA. The images are also rotated a

randomly selected amount between [−60, 60) degrees. The

rotation decreases the likelihood that detection algorithms

will correctly identify the images once they are embedded

in the background.

The image placement algorithm randomly selects loca-

tions for the embedded images. In choosing locations for

placement, the algorithm ensures that the embedded images

do not overlap each other or the edge of the CAPTCHA.

It also maintains a 35-pixel margin at the top of the

CAPTCHA for the selection task instructions to be placed.

Each image is embedded using alpha compositing (par-

tial transparency) so that it blends into the background. This

blending interferes with object detection since the embed-

ded images may have different contrast, coloring, and edges

than the algorithms are trained to detect.

Figure 5. Instructions to be rendered in the CAPTCHA.



Figure 6. Samples of the proposed CAPTCHA. Users must select the images specified in the instructions to correctly solve the CAPTCHA.

2.1.5 Instructions Rendering

Once all the images have been placed, instructions con-

taining the selection task to be used in completing the

CAPTCHA are rendered. The instructions are displayed

using the Arial font on a randomly shaded grayscale back-

ground with a randomly selected alpha channel (trans-

parency) value. The color of the text varies upon the shade

of the background: white text is used for darker back-

grounds and black text is used for lighter backgrounds. For

cases where difficulty level d = {1, 3, 5}, the text is addi-

tionally blurred to decrease the likelihood of optical char-

acter recognition (OCR) being able to successfully identify

the selection task needed to complete the CAPTCHA.

The rendered text image is stretched to fit an area of

800 × 35 pixels, as shown in the examples in Figure 5.

It is then embedded at the top of the CAPTCHA using al-

pha compositing. In cases where the alpha value is low, the

grayscale shading appears transparent and the underlying

complex background pattern shows through the text. This

greatly reduces the success rate of OCR attacks in correctly

identifying the selection task required for the CAPTCHA.

2.1.6 Image Distortion

Depending upon the difficulty level d used in generating

the CAPTCHA, additional visual effects may be applied

to the rendered CAPTCHA to distort the image. When

d = {3, 5}, lines in various shades of gray may be drawn in

random locations throughout the CAPTCHA in a striped or

crosshatch pattern. Many small randomly shaded grayscale

squares are also placed on the image when d = {3, 5}.

These additional distortions are intended to interfere with

the ability of detection algorithms to locate and segment the

images embedded in the CAPTCHA or to perform OCR on

the instructions.

2.1.7 Attack Simulation

After each CAPTCHA image is rendered, it undergoes a se-

ries of tests designed to ensure that it is not susceptible to

attack by automated algorithms. The first test involves us-

ing best-of-breed commercial OCR in an attempt to detect

the selection task specified by the CAPTCHA’s instructions.

If the selection task can be correctly identified, further test-



ing is required to ensure the CAPTCHA’s embedded images

cannot be automatically detected:

1. If the selection task requires that faces be identified,

the Face++ web service is used to locate embedded

faces [14]. This tool determines the likely race and

gender for each face it locates. The detected values are

compared against the actual embedded faces to see if

the required faces were correctly found.

2. If the selection task requires that eyes be identified, a

version of the Viola-Jones algorithm trained for eye de-

tection is used to locate them [22]. The detected loca-

tions are compared against the actual eye locations.

3. If the selection task requires that fingerprints be identi-

fied, the SourceAFIS fingerprint recognition software

is used to construct fingerprint templates based on the

image [20]. The location of the templates’ features are

compared against the actual locations of the embedded

fingerprints to see if they match.

Face++, Viola-Jones, and SourceAFIS are used as they

can be performed in near real time. Fast performance at this

stage is critical since these tests are run in-the-loop during

the CAPTCHA generation process, and as such, occur fre-

quently.

In the event these tests were able to correctly determine

the selection task and identify the images required to solve

the CAPTCHA, the CAPTCHA image is discarded and the

generation process begins anew. This ensures that publicly

used CAPTCHA test images are resistant to automated at-

tacks and viable as a security tool. Figure 6 shows examples

of CAPTCHAs which have passed the simulated attacks and

are ready for use.

3. Experimental Results and Analysis

The proposed CAPTCHA has been evaluated by over

1,900 human users. This section provides the details of

the source image databases, participants, and protocol used

in evaluating the proposed approach along with results and

analysis.

3.1. Image Databases

The proposed approach uses three source databases to

provide the face, fingerprint, and eye images used in gen-

erating the CAPTCHAs. The University of North Carolina

Wilmington Craniofacial Morphology Database is used for

face images [15]. Eye images are from the IIITD Multi-

spectral Periocular Database [17]. Fingerprint images are

from the FVC2004 database [12].

Table 1. Proposed CAPTCHA Success Rates by Criteria

Selection Task Human
Success
Rate

Attack
Success
Rate

Eyes 90.5% 0.0%

Fingerprints 89.4% 0.0%

Faces of Specified Race, Eyes 87.9% 0.0%

Fingerprints, Eyes 83.7% 0.0%

Faces of Specified Race 80.0% 0.0%

Faces of Specified Gender and

Race

72.7% 0.0%

Faces of Specified Gender 72.1% 0.0%

Faces of Specified Gender, Fin-

gerprints

67.1% 0.0%

Faces of Specified Gender, Eyes 63.8% 0.0%

Faces of Specified Race, Finger-

prints

62.8% 0.0%

Overall 83.6% 0.0%

3.2. Participants and Testing Protocol

The proposed MB-CAPTCHA was evaluated using

1,905 volunteers, all at least 18 years of age, using a

large set of rendered CAPTCHA images. Volunteers at-

tempted to access a website protected using the proposed

CAPTCHA in an uncontrolled environment on a device of

their choosing. Participants were free to use desktops, lap-

tops, and mobile devices to complete the CAPTCHA. Only

one CAPTCHA image was present on-screen at a time.

Users who correctly solved the CAPTCHA were able to ac-

cess the protected website, while those who did not were

asked to try again until they were successful.

3.3. Analysis

Volunteers recorded a total of 30,664 attempts at solv-

ing the proposed CAPTCHA. The overall human success

rate across all selection tasks was 83.6%, but Table 1 shows

there was significant variation in success rate depending

upon the exact selection task used. Humans were best able

to solve CAPTCHAs where they were just asked to locate

embedded items, such as eyes and fingerprints, rather than

tasks where they had to both locate and categorize items,

such as when selecting faces of specified genders or races.

We found that users could identify the location of faces but

sometimes failed to properly categorize them. Part of this

difficulty may arise from ambiguity in the embedded im-

ages. For example, more than half of the users failed to

identify the circled face in Figure 7 as being a man.

The CAPTCHAs’ difficulty level and associated distor-



Figure 7. Many users failed to accurately identify the circled face.

Figure 8. Many users failed to select the circled face due to the

rectangle caused uncertainty about the gender.

tions seem to have minimal impact on humans’ ability to

successfully solve them. One situation where distortions do

appear to hinder humans is when crosshatched lines or rect-

angles are placed on top of embedded images, as sometimes

happens in CAPTCHAs with difficulty level d = {3, 5}.

These distortions can make it difficult to detect the embed-

ded object, or in the case of faces, to correctly identify their

attributes. Figure 8 shows an example where a rectangle

placed over an embedded image caused many users to fail

to select the circled face. Otherwise, the impact of the diffi-

culty levels and distortions was slight.

Since the proposed CAPTCHA’s generation process is

designed to remove images which are susceptible to ob-

ject detection-based automated attacks, one of the most

likely remaining avenues of attack involves brute force ran-

dom guessing. We computed the probability of a brute

force attack being successful. Each CAPTCHA contains

2-6 images which must be selected, each on average about

100 × 100 pixels in size, from an area 800 × 400 pixels

in size. The chance of a single random guess at correctly

answering the CAPTCHA is approximately,

(
1

6

) 6∏
i=0

(100)(100)i

(800)(400)
= 0.000011% (4)

As CAPTCHA test images are selected at random for

each attempt, it is unlikely that a would-be attacker would

see the same CAPTCHA test again for sometime after a

failed attempt. When combined with the 1-in-10,000,000

likelihood of correctly solving an individual attempt, it be-

comes extremely time-consuming to use a brute force ap-

proach to defeat the proposed CAPTCHA.

4. Conclusion

This paper presents a novel approach for creating image-

based CAPTCHAs to secure websites and online services.

The proposed approach’s multiple biometric modalities pro-

vide tests that are straightforward for humans to solve

but remain difficult for automated attackers to success-

fully complete. The CAPTCHA’s high human success rates

(83.6% versus 70%-80% of common CAPTCHAs such as

reCAPTCHA v1, MSN, and IMAGINATION [3, 5]), 0%

effective automated attack success rate, and ease-of-use

across a wide variety of devices are significant advantages

over existing CAPTCHAs presently in use.
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